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Abstract—In this paper we present a novel biometric cryptosys-
tem obtaining perfect security, that is not leaking any information
about the employed secret key from the knowledge of the stored
helper data. While similar purposes have already been sought in
literature, the approaches proposed so far have been evaluated in
terms of recognition performance under the unrealistic assump-
tion of ideal statistical distributions for the considered biometric
data. Conversely, in this paper we investigate the applicability of
the proposed framework to practical scenarios, while managing
a trade-off between privacy and recognition performance. This
goal has been achieved by introducing a class of transformation
functions enforcing zero-leakage secrecy, by designing an adap-
tive strategy for embedding the secret key bits into the selected
features, and by developing a system parameters optimization
strategy with respect to security, recognition performance and
privacy. Experimental tests conducted on real fingerprint data
prove the effectiveness of the proposed scheme.

I. INTRODUCTION

B IOMETRIC template protection has recently triggered
the attention of both the research and the industrial

community, due to the widespread social perception of the
potential damages which could derive from the loss of secrecy
and control over biometric traits [1].

As well know, the use of biometric data raises many security
issues which are peculiar of biometrics-based recognition sys-
tems, not affecting other approaches employed for automatic
people authentication. In fact, some biometrics such as voice,
face, fingerprints and many others are exposed traits, they
are not secret and therefore they can be covertly acquired
or stolen by an attacker and misused. This can lead for
example to identity theft. Moreover, raw biometrics cannot be
revoked, canceled, or reissued if compromised, since they are
user’s intrinsic characteristics and they are in limited number.
Therefore, if a biometrics is compromised, all the applications
making use of that biometrics are compromised, and since
biometric identifiers are permanent an issue is raised when it is
needed to change them. The use of biometrics poses also many
privacy concerns. In fact, when an individual gives out his
biometrics, either willingly or unwillingly, he discloses unique
information about himself. It has also been demonstrated
that biometric data can contain relevant information regarding
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people health. This information can be used, for instance,
to discriminate people for hiring or to deny insurance to
those with latent health problems. The use of biometrics
can also raise cultural-, religious- as well as ethnicity-related
concerns. To some extent, the loss of anonymity can be directly
perceived by users as a loss of autonomy.

Several schemes have been therefore proposed in recent
years with the aim of protecting the templates stored in
biometric databases, guaranteeing the properties of renewabil-
ity, security and performance [2], [3]. Such approaches have
been typically categorized into two major classes: cancelable
biometrics and biometric cryptosystems [4].

The former kind of approach is based on the adoption of
non-invertible transformation functions, whose defining pa-
rameters may be made publicly available or not [5]. Typically,
in these cases the robustness analysis, that is the possibility
of reverting the employed transformations, are not dealt with
much details, due to both the difficulty in quantitatively
evaluating the actual non-invertibility, and to the heterogeneity
of the proposed approaches, which makes it arduous to define
general metrics upon which evaluating the provided security.

Conversely, biometric cryptosystems [6], where crypto-
graphic protocols encounter biometrics, have been object of
extensive study, and metrics for assessing security and privacy
have been proposed in literature. Specifically, several peculiar
attacks against such template protection approaches have been
described in [7] and [8]. Among them, one of the most threat-
ening consists in the non-randomness attack, where the knowl-
edge about the global statistics of the employed biometric data
is exploited to obtain information about the secrets protected
by the system. In more details, different information theoretic
studies have deeply analyzed key-binding approaches, based
on the combination of biometric information with secret cryp-
tographic keys, trying to evaluate which amount of information
is leaked by the resulting helper data regarding the original
secret sources.

A fundamental trade-off between privacy, intended as the
hardness of retrieving the original biometric information from
the stored helper data, and security, measured by the uncer-
tainty about the adopted cryptographic key, has been given
in [9] and [10]. Further insights about the trade-off existing
among security, privacy, and achievable recognition rates have
been also discussed in [11], where it has been demonstrated
that a system can obtain better recognition performance at the
expenses of an increased leakage about the employed secret
key and the adopted biometric data. The aforementioned the-
oretical investigations have also proven that, although privacy
leakage is unavoidable, perfect security may be possible from
an information-theoretical point of view. Nonetheless, this
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can be achieved only assuming some unrealistic requirements
for practical biometric representations, such as the use of
uncorrelated features with uniform distributions, as in [12] for
fingerprint data.

The few attempts that have tried to empirically evaluate
the protection provided by key-binding approaches applied to
real biometric data, such as signature in [13], face in [14] and
[15], iris in [16] and [17], and electroencephalography in [18],
have shown that a very significant reduction of security, and
a notable increase of privacy leakage, occur when biometric
features with a non-ideal distribution are taken into account in
practical scenarios.

Indeed, as further discussed in Section II, in [19], [20] and
[21] some procedures to map biometrics data distributions
into ideal ones have been proposed. Nonetheless, also in
the aforementioned scenarios, the analysis has been carried
out employing only synthetic data modeled as independent
features, thus preventing to draw general conclusions when
dealing with real-world biometrics. To the best of our knowl-
edge, a template protection scheme able to provide perfect se-
curity against non-randomness attacks, also indicated as zero-
leakage, and proved to be applicable to practical scenarios, is
therefore still missing in literature.

Within this scenario, the goal of this paper is the proposition
of a novel approach which allows the construction of a zero-
leakage template protection system, applicable to real-world
biometric data, still able to guarantee satisfactory privacy and
recognition performance. As detailed in Section III-C, the
proposed framework is also designed in order to endure attacks
based on the exploitation of false acceptance rate (FAR) [22],
[23], where a malicious user tries to get access to the system,
by performing several recognition trails authentication.

The paper is organized as follows. A summary of the fun-
damental concepts regarding zero-leakage template protection
schemes is given in Section II, where the approach proposed
for achieving the desired perfect security, generalizing the
method employed in [20], is also introduced. The proposed
secure framework is presented in Section III, where the
elements designed in order to allow the system achieving
proper privacy and recognition performance are discussed in
details. The performed experimental tests, carried out on a
large real world fingerprint database, are then described in
Section IV, while conclusions regarding the proposed method
are eventually given in Section V.

II. ZERO-LEAKAGE TEMPLATE PROTECTION:
PRELIMINARIES

In this section we first introduce the conditions under which
a zero-leakage biometric cryptosystem can be designed and
then we sketch the rational behind the proposed template
protection scheme, detailed in Section III. Specifically, the pro-
posed secure system relies on quantization index modulation
(QIM) [24], often employed to describe how to bind a generic
biometric feature-based representation with a randomly gener-
ated secret key [25], and briefly summarized in Section II-A.
The information leakage analysis is discussed in Section II-B,
where it is also outlined how the proposed solution generalizes
the state-of-the-art zero-leakage protection schemes.
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Fig. 1: QIM Principle.

A. Quantization Index Modulation

In its general exploitation, QIM allows to embed a secret
key into a noisy signal. This is achieved by exploiting a set
of A quantizers, being A the number of alphabet symbols,
each employing different quantization levels. Assuming that
the host signal x is scalar, the A quantizers can be defined by
means of one uniform quantizer. Specifically, a uniform scalar
quantizer Q(x) with step ∆ is defined as Q(x) = ∆

⌊
x
∆

⌋
, with

the b·c operator mapping its argument to the largest previous
integer. The function Q(x) can be used to generate A different
quantizers as:

Qm(x) = Q

(
x−m∆

A

)
+m

∆

A
, (1)

where m = 0, 1, 2, . . . , A − 1. Storing Qm(x) instead of x
for a given application allows to carry information on both
the original signal as well as on the considered secret key m.
An example of the reproduction levels of the quantizers set
{Q0, Q1, ..., QA−1} when A = 3 is given in Figure 1.

When applied for the purpose of protecting a biometric
information x extracted during the user enrolment, the QIM
approach can be exploited to generate an helper data z as
the difference between the original signal x and its quantized
version Qm(x) obtained through the m− th quantizer, often
also indicated as code-offset, that is,

z = x−Qm(x). (2)

For our purposes (2) can be written as:

z =

[
x−m∆

A

]
∆

=

[
[x]∆ −m

∆

A

]
∆

, (3)

being [·]∆ the modulo ∆ operation. Ideally, the storage of z
should not reveal any information regarding either x or m,
while allowing to perform recognition when a fresh template
x̃ is made available, by retrieving the embedded key as:

m̂ = arg min
m̃

∣∣∣∣m̃∆

A
− [x̃− z]∆

∣∣∣∣ . (4)

If x̃ and x were identical, then [x̃− z]∆ will be equal to m∆
A ,

and the extracted key m̂ will be equal to m. More likely, x̃
is a noisy version of x, and the quantization step ∆ has to be
chosen accordingly to allow the retrieval of the original key.

B. Information Leakage

The main issue of a QIM-based biometric template pro-
tection scheme is the possible information leakage of the
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helper data z about both the adopted key m and the biometric
template x in a non-randomness attack, which exploits the
knowledge of the global statistics of the signal x and of the em-
ployed quantization step ∆ [26]. Specifically, in this scenario,
if we consider mutually independent template coefficients, the
amount of information revealed by the helper data z about
the secret key m can be quantified by the mutual information
between the two variables:

I(M,Z) = h(Z)− h(Z|M) =

= h(Z)− h
(
[X −M ∆

A ]∆|M
)

=

= h(Z)− h([X]∆|M) =

= h(Z)− h([X]∆),

(5)

where h(·) denotes the differential entropy operator. It can
be observed that, in case [X]∆ has a uniform distribution in
[0; ∆], the mutual information between Z and M would be
zero:

I(M,Z) = log ∆− log ∆ = 0. (6)

The above condition would therefore guarantee a zero-leakage
template protection system, in which the stored helper data z
would not reveal any information about the employed secret
m. In this regard, it has been demonstrated [27] that the
necessary and sufficient condition to have [X]∆ uniformly
distributed is that the characteristic function (CF) of X ,
defined as the Fourier transform of its probability density
function (PDF), satisfies the condition:

ϕX

(
2πl

∆

)
= 0, ∀l 6= 0. (7)

Unfortunately, as already commented in Section I, it is unlikely
to deal with real-world biometric data characterized by such
property. It is therefore hard to implement practical zero-
leakage biometric protected systems. Nonetheless, it is pos-
sible to apply some preprocessing to the extracted features in
order to generate variables X having the desired characteristic
as in (7).

Specifically, the addition of noise, with a uniform distribu-
tion in [−∆

2 ; ∆
2 ], to the original values in x, before applying

quantization, has been suggested in [19]. According to this
approach, being the PDF of the sum of two independent
random variables given by the convolution of the two PDFs,
the CF of the resulting variable is given by the product of
the respective CFs. In general, any random variable satisfying
the condition (7) can be therefore employed as additive noise.
However, this approach suffers from a severe drawback since
it requires the presence of another key that must be kept secret.
The key is in fact required during the verification phase to let
the system generate the same noisy signal. Therefore, the need
to store this additional information is not of practical use in
many contexts.

A preferable solution has been proposed in [20] and in
its extension [21], where a fuzzy extractor framework [28]
is defined on the basis of a punctual transformation, applied
to the originally extracted features W in order to make their
distribution uniform. This goal is achieved by applying to
the data w a monotonic increasing function given by the
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Fig. 2: Proposed biometric template protection scheme.

cumulative distribution function (CDF) of W itself, that is:

x = f(w) = CDFW (w), (8)

thus generating a uniformly distributed variable X . It is worth
pointing out that although this approach satisfies (7), it is not
the only possible solution to the above mentioned goal.

In fact, in this paper we propose a generalization of (8) as
follows:

x = f(w) = CDFX
−1 [CDFW (w)] , (9)

where CDFX can be selected as any function representing
the cumulative distribution function of a variable whose CF
satisfies (7). The here proposed generalization (9) introduces a
higher degree of freedom which we will exploit for selecting
a transformation function that, still guaranteeing the needed
zero-leakage requirements, could allow us optimizing other
performance metrics of the proposed system, such as achiev-
able recognition rate, security, or template irreversibility.

The proposed zero-leakage biometric cryptosystem, based
on the use of the approach described in (9), is presented in
Section III, where a family of transformation functions able
to satisfy the property in (7) is introduced, and the practical
implementation strategies designed to achieve the desired
performance when using real biometric data are presented.
It is worth specifying that, given the above considerations,
the biometric cryptosystem here presented is able to provide
zero-leakage security against non-randomness attacks, which
assume potential attackers possess the knowledge regarding
global statistics of the employed biometrics. More treacherous
attacks, such as those where the attacker already knows spe-
cific information regarding the biometrics of the interested user
[29], are not taken into account in the following discussion.
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III. THE PROPOSED BIOMETRIC CRYPTOSYSTEM

The proposed template protection scheme, described in
Figure 2, besides not leaking any information about the em-
ployed secret through the stored helper data, (see [19], [20]),
leverages on the generalization presented in (9) to guarantee
proper performance in terms of recognition rate, security,
and template irreversibility, when applied to actual biometric
scenarios.

In details, the preprocessing performed on the features
extracted from a given biometrics is described in Section
III-A. The class of transformation functions proposed for the
generation of templates satisfying (7) is introduced in Section
III-B. The effects resulting from the selection of a specific
transformation family on the achievable recognition rates, as
well as on the level of security of the proposed system,
are discussed in Section III-C through the analysis of the
embedding capacity per template coefficient. An evaluation of
guaranteed template irreversibility, handled in terms of system
privacy leakage, is provided in Section III-D. In Section III-E
a procedure to determine the system configuration to trade-
off between security and privacy is then described. Eventu-
ally, in Section III-F we introduce a method to improve the
recognition capability of the proposed protected system in
terms of false recognition rate (FRR), while keeping unaltered
the other performance metrics. It is worth pointing out the
proposed method, differently from zero-leakage state of the
art approaches, is validated through an analysis conducted on
real biometric data.

A. Template Preprocessing

The description of QIM in Section II-A, as well as the
discussion about its information leakage when used for data
protection in Section II-B, has been conducted considering
biometric information represented through mutually indepen-
dent coefficients. Conversely, commonly employed feature-
based template representations comprise a large number of
strongly correlated coefficients. Nonetheless, the approaches
described in Section II are still applicable to real biometric
scenarios by performing a decorrelation process over the
available data as preliminary step of both the enrolment and
verification stages. This goal can be achieved resorting to tech-
niques such as principal component analysis (PCA) or linear
discriminant analysis (LDA), given that the statistics of the

target population’s biometrics can be considered known. The
following discussions are therefore carried out by describing
the proposed operations as being applied in a coefficient-wise
manner, having assumed that the treated biometric templates w
are composed by a collection of practically independent scalar
components.

It is however worth remarking that, even if the application of
PCA or analogous transformations to the considered biometric
data is needed in the proposed approach to achieve the
desired zero-leakage property, such operation usually produces
features with an increased intra-class variability with respect
to the original ones, which makes often difficult to keep low
the FRR in a protected system. In more detail, due to the
PCA energy compaction property, the generated components
are typically characterized by significantly different statistical
properties. Therefore, in order to exploit such property we
propose an adaptive modulation technique described in Section
III-C, and a dithering-based performance improvement method
in Section III-F, meant to guarantee proper recognition rates
when the aforementioned preprocessing is adopted.

B. Proposed Class of Transformations

After the decorrelation process described in Section III-A
(see Figure 2) each generated component is transformed so
that the distribution of the obtained coefficient satisfies the
condition in (7). To this aim, the CDFX function in (9) is
here defined through the cumulative distribution function of
the raised cosine class of functions as:
rc∆γ (x) =

=



1
∆ |x| < ∆

2 (1− γ)
1

2∆

(
1− sin

π(x−∆
2 )

∆γ

)
∆
2 (1− γ) < x < ∆

2 (1 + γ)

1
2∆

(
1 + sin

π(x+ ∆
2 )

∆γ

)
−∆

2 (1 + γ) < x < −∆
2 (1− γ)

0 otherwise
(10)

where 0 ≤ γ ≤ 1. Figure 3 shows the PDFs associated to
different values of γ. It can be observed that the approach
employed in [20] and [21] can be considered as a particular
case of the proposed method for γ = 0. On the contrary, in our
approach, by varying γ in (9), we are able to trade-off between
recognition, security and privacy performance, as detailed in
the next sections.

C. Embedding Capacity Estimation: Adaptive Modulation

With reference to Figure 2, after the template w has been
processed according to (7) in order guarantee zero-leakage,
the QIM technique described in Section II-A is employed to
embed B = log2(A) secret bits into each template coefficient
x, thus generating the stored helper data z. Specifically,
the embedding can be performed by resorting to the digital
modulation paradigm described in [13], where an original
secret key of length k is fed to an n/k turbo encoder, in order
to generate symbols s belonging to a phase-shift keying (PSK)
constellation of size A. Once a fresh biometric is acquired
during the verification stage, a possibly corrupted codeword
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Fig. 4: Channel seen by the encoded secret key.

is retrieved by combining the available information with the
stored helper data, and turbo codes are employed as in [13]
to perform soft demodulation. This allows to fully exploiting
the error correction capacity of the adopted codes.

It has to be remarked that the size of the employed
constellations can be chosen adaptively with respect to each
symbol. In fact, according to the proposed approach, the
number of bits embedded into each coefficient x depends on its
discriminative power, as well as on the parameter γ employed
in the associated raised cosine transformation function.

In order to gain more insights about the proposed approach,
let us consider the equivalent channel, depicted in Figure 4,
seen by the encoded secret m from its embedding (during
enrolment) to its extraction (during verification) [30]. It can
be in fact modeled through the introduction of an additive
independent phase noise, given by the difference between the
enrolled template x and the one presented during the verifi-
cation phase x̃. Having indicated with s the PSK transmitted
symbol, s = m∆

A with ∆ = 2π, and with r the equivalent
noise given by the difference between the enrolled template
x and the fresh one x̃, the received noisy PSK symbol s̃ is
obtained as:

s̃ = [x̃− z]∆ = [x̃− [x− s]∆]∆ =

= [s+ (x̃− x)]∆ = [s+ r]∆.
(11)

In the genuine hypothesis (H0) case, the characteristics
of the phase noise r depend on the intra-class variability
of the considered biometric representation, while in the im-
postor hypothesis (H1) case, its statistics depend on the
inter-class variability. We can therefore define two distinct
channel capacities, giving the theoretical upper bounds on
the rate at which information can be reliably transmitted over
the equivalent channels under the two hypotheses, according
to Shannon’s definition: the genuine capacity CH0

and the
impostor capacity CH1

, depending on the user typology at the
verification stage. In the considered scenario, such capacities
give us respectively the upper and lower boundaries for the
information on the secret key which can be reliably transmitted
over the equivalent channel:

CH1 <
k

n
B < CH0

, (12)

being k
nB the portion of the secret key entropy conveyed

through the B bits embedded into the considered coefficient.
Such percentage cannot exceed the genuine capacity CH0 ,
since otherwise genuine users would not have any chance to

correctly decode the secret. On the other hand, if such percent-
age is considerably lower than the non-genuine capacity CH1 ,
the FAR would become unacceptable in practical applications.
It has also to be remarked that, since the number of coefficients
x in the available templates is usually limited, the employed
error correcting codes won’t be able to reach their best possible
decoding performance, theoretically close to the Shannon’s
limit [31]. Therefore, it is recommended to have an adequate
margin from the upper bound, while this is not required for
the lower bound. Being possible for the considered coefficients
x to significantly vary statistically-wise, and therefore in the
associated capacity as a consequence, the number of bits to be
allocated to each component should be chosen in an adaptive
manner.

In order to evaluate the channel capacities CH0 and CH1 ,
given (11) the former can be expressed as:

CH0
= max
pZ(z)

I(S, S̃)

I(S, S̃) = h(S̃)− h(S̃|S)

= h(S̃)− h([S +R]∆|S)

= h(S̃)− h([R]∆)

max h(S̃) = −
∫ ∆

0

1

∆
log

1

∆
ds̃ = log∆

→ CH0 = log∆− h([R]∆),

(13)

being the domain of S̃ bounded in [0; ∆], and being the differ-
ential entropy of limited domain random variable maximum
when uniformly distributed.

The capacity CH1
turns out to be equal to zero since,

under the hypothesis of a non-genuine user during verification,
the equivalent noise [R]∆ is uniform in [0,∆] due to the
adoption of the proposed feature transformation in (9)1. This
implies that the system operating point is implicitly set such
that the FAR is next to zero, making the proposed protected
system intrinsically robust against FAR-based attacks. The
aforementioned property is a direct consequence of the design
of the proposed system as a zero-leakage scheme, having a
null mutual information between the key and the helper data.

Only the genuine capacity CH0
has to be therefore evaluated

in order to determine the number of bits B to be embedded
into a given coefficient. Specifically, the assignable number of
bits can be computed as:

B = bn
k
αCH0e, (14)

where the b·e operator maps a real number to the closest
integer value, while the parameter α is chosen within the
interval [0; 1] in order to let the sum of all the bits assigned
to each coefficient being equal to the size n of the encoded
secret key. Such bit allocation procedure implicitly selects
the coefficients to be used in the system, since those with
a very low capacity will have no associated bits, and will be
automatically discarded from the embedding process.

It has to be pointed out that, in case the proposed class of
transformations in (10) is employed to implement (9), CH0

1The difference between two realization of a random variable uniform
distributed in [0; ∆] has a triangular distribution in [−∆; ∆]
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Fig. 5: Channel capacity CH0 vs γ, for theoretic biometric distribu-
tion.

has a monotonically decreasing behavior with respect to the
selection of the employed raised cosine parameter γ. As an
example, Figure 5 shows the values obtained when considering
the application of the proposed scheme to synthetic data
generated with an equivalent channel having a signal-to-noise
ratio (SNR) equal to 4.7dB, suggested as characteristic of
fingerprint templates in [32]. Therefore, given a coefficient
and its associated statistics, the number of bits that can
be embedded into it also depends on the chosen parameter
γ. Specifically, since using a lower γ would ensure higher
capacity values, more bits can be embedded into the employed
biometric representation, with a resulting improved security
H(M |Z) = H(M) = k, for a given encoding ratio n/k and
maintaining the condition in (12) for guaranteeing a proper
FRR. Likewise, for specific encoding ratio n/k and security
k, achieving larger capacities CH0 using lower γ parameters
would result in improved FRR, being the employed error cor-
recting codes able to better deal with the considered intra-class
variability. Although such observations would lead to choose
low γ values for implementing the proposed zero-leakage
cryptosystem, other performance metrics worsen because of
this choice. Therefore, a proper trade-off strategy is described
in Section III-E.

D. Template Irreversibility: Privacy Evaluation
Together with the evaluation of the information leakage

regarding the employed secret key I(M,Z), a performance
metric, commonly used for helper data based biometric cryp-
tosystems, is the privacy leakage I(X,Z) between the tem-
plate X and the helper data Z. In this regard, this measure is
not helpful when applied to a QIM approach since it diverges:

I(X,Z) = h(X)− h(X|Z) =

= h(X)− (−∞) = +∞.
(15)

This happens because the random variable X|Z is a discrete
variable, while X is continuous. This fact does not imply that
the knowledge of Z gives certain understanding of X. It is in
fact due to the fact that the cardinality of X is reduced to be
numerable.

Alternatively, since X|Z is a discrete variable, we could
measure the privacy of our scheme by means of the equivoca-
tion H(X|Z) that describes the uncertainty about the template

X given the knowledge of the helper data Z, commonly
indicated as irreversibility:

H(X|Z) = H(X|[X]∆) +H([X]∆|Z) =

= H(X|[X]∆) +H(K|Z)
(16)

where H(X|[X]∆) represents the information loss about the
template X after the modulo operation and H(M |Z) relates
to system security, expressing the uncertainty of the key once
Z is known. It is worth pointing out that, in order to be
authenticated by the system, the only required information
is [X]∆, whose equivocation related to Z is H(M |Z). In
fact, once m is known, [x]∆ is univocally determined and
vice versa. Nevertheless, the above mentioned irreversibility
measure only provides an indication about the possibility of
retrieving the template X extracted during enrolment from
the stored helped data Z. More practically, due to the noisy
nature of the considered biometric data, an eventual attacker
could be interested in getting just an estimate of X , rather
than its exact value, since it would suffice in obtaining enough
information about the biometrics of the targeted user. In order
to evaluate the privacy leakage associated to the proposed
system in a broader sense, a more suitable index for the
considered scenario can be defined as the mean root square
error between the enrolled template x and its best estimation
x̂(z) obtained from the helper data z, that is,

P =
EX,M{(x̂(z)− x)2}

EX{x2}
. (17)

Values of P range in [0; 1], with larger values associated to a
better privacy. The value P = 1 corresponds to a variance of
the estimation error equal to the one of the original signal, with
a consequent negligible privacy leakage. From the estimation
theory the minimum square error estimator is given by:

x̂(z) = EX(x|z) =

∫
x pX|Z(x|z) dx, (18)

which can be used for estimating the privacy metrics P in (17)
for the proposed zero-leakage biometric cryptosystem.

Specifically, as demonstrated in Appendix, the minimum
square estimator of a variable X obtained through the appli-
cation of raised cosine transforms, given the helper data Z,
is:

x̂(z) =

∫
X

xpX|Z(x|z)dx =

=
∆

A

A−1∑
m=0

[
m

∆

A
+ z

]
∆

rc∆γ

([
m

∆

A
+ z

]
∆

)
+

+

([
m

∆

A
+ z

]
∆

−∆

)
rc∆γ

([
m

∆

A
+ z

]
∆

−∆

)
(19)

where A = 2B represents the number of possible symbols that
can embedded in the considered coefficient using B bits. Given
the aforementioned minimum square estimator, the behavior of
the considered privacy metrics P with respect to the parameter
γ employed in the adopted raised cosine transform is shown in
Figure 6. As can be seen, the privacy of the proposed scheme
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Fig. 6: Privacy leakage P vs γ, for different values of embedded
bits B.

increases with the use of larger values of γ, and embedding
more bits in the considered coefficients. Comparing the plots
in Figure 5 and 6, it can be seen that privacy and capacity
are conflicting requirements for coefficients obtained through
the employed raised cosine transform. A trade-off strategy is
described in the next section.

E. Transform Parameters (γ and B) Selection

As observed in the previous sections, the selection of the
parameter γ of the raised cosine transform, here employed
to satisfy (7), has hindering effects on the capacity and irre-
versibility of the associated coefficient. A proper strategy has
to be therefore defined for selecting the γ parameter for each
coefficient keeping both aspects into account. Specifically, we
propose to choose γ as the minimum value guaranteeing a
desired level of privacy P̄ . This can be achieved by applying
the following iterative procedure for each available coefficient:

1) γ = 0 is assigned at an initial stage;
2) the embedding capacity CH0 in estimated through (13)

and the number of bits to be embedded in the coefficient
is set though (14);

3) the considered privacy level is estimated by means of
(17);

4) if the evaluated privacy exceeds the target threshold level
P̄ , the algorithm stops, otherwise, γ is increased and the
procedure restarts from step 2.

The proposed γ-selection iterative procedure has to be
performed for different values of α, till reaching the one for
which the sum of the numbers of bits associated to each
component is equal to n, once both the system security k and
the desired encoding ratio n/k have been determined. It can
be observed that the proposed strategy dynamically determines
both the transformation to be applied, as well as the number
of bits to be embedded into the coefficient, thus implementing
the adaptive modulation approach presented in Section III-C.
As already remarked, and shown with the experimental results
reported in Section IV, such adaptive modulation is especially
relevant in case of coefficients decorrelated through techniques
as PCA, which confine as much energy as possible in few
components, while leaving mostly noise in the remaining
ones. Typically, a high γ value is assigned to these latter

coefficients, whose statistics result in a low capacity which
may imply the possibility of embedding a single bit, with the
consequent requirement of a high γ value for guaranteeing
high privacy levels, as shown in Figure 6. Low γ values are
instead associated with coefficients characterized by a high
capacity, having the possibility of embedding a large number
of bits into them.

It is worth pointing out that, although the proposed γ and
B adaptive selection strategy requires the storage of additional
information in the system, this does not affect the privacy and
security of the enrolled users, since the same parameters are
employed for all of them.

F. Performance Improvement through Dithering

As already pointed out, the proposed system is characterized
by construction by a very low FAR, that could lead to a
high FRR. In order to compromise between the two, an
iterative process based on dithering is performed during the
verification phase, as shown in Figure 2. Specifically, the
proposed approach takes inspiration from real life when people
are unable to open a door with the correct key: shaking a
bit the key till all the gears of the lock are aligned often
allows opening the door. Such operation typically increases
the success rate of the genuine user, while having a negligible
influence on the success rate of an impostor using a wrong
key.

In case a match between the stored hash and the one
retrieved during verification is not obtained, trying to slightly
alter the template x̃ with an additive zero-mean uniformly
distributed noise, and then attempting again to decode the re-
sulting message, could be beneficial for improving the system
recognition rate in terms of FRR, without affecting notably the
associated FAR. For each treated coefficient the width of the
noise distribution can be defined as a fraction of the decision
interval for a PSK symbol. In the practical implementation
of the proposed approach, employed to obtain the results
described in Section IV-B, such noise is defined in order to
be kept in the range [−0.3∆

A ; 0.3∆
A ]. The number of iterations

T the system can perform while trying to correctly decoding
the original secret key is obviously limited by computational
time constrains. An analysis on the effects of the proposed
dithering approach on the achievable performance is reported
in Section IV-B.

IV. EXPERIMENTAL ANALYSIS

The proposed system described in Section III is here
analyzed when applied for a practical application involving
fingerprint data. Section IV-A introduces the adopted template
representation, as well as the database providing the employed
biometric data. The performance achieved by the proposed
system when applied to the considered practical scenario are
then reported in Section IV-B.

A. Employed Template Representation

Without any loss of generality, we employ fingerprints to
test the performance of the proposed system when applied to
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real data. More specifically, traditional fingerprint recognition
approaches rely on the extraction of minutiae information
from the analyzed traits, localizing ridge anomalies such as
bifurcations or endings. Nevertheless, such technique produces
templates composed by unordered sets of characteristics with
variable sizes, while the proposed cryptosystem is designed to
be applied to fixed-dimension ordered collections of paramet-
ric features. In order to obtain such template, the FingerCode
representation proposed in [33] is here taken into account.
According to this processing, a reference fingerprint point,
characterized by the maximum curvature of the concave ridges,
is first determined. The fingerprint region around this point is
then divided into different sectors, each processed through a
bank of Gabor filters used to capture both local and global
fingerprint details. According to the processing described in
[33], 640 features can be generated for each fingerprint.

The employed biometric data are taken from the BiosecurID
DB [34], comprising 16 optical impressions for each of index
and middle fingers from both right and left hands of 400
subjects. Such fingers have been acquired in the considered DB
taking into account that they could be easily simultaneously
captured at once, in a very fast and comfortable way, in
practical recognition systems. Acquisition devices able to
collect four fingerprints at one time are commercially available
(e.g. [35]) and widely used in real-life critical scenarios,
like the border crossing US-Visit. Such acquisition modality
could be therefore easily employed to replace knowledge-
based authentication procedures relying on PINs or passwords
with a biometric-based approach (e.g. cash withdrawal).

The impressions from all the four available fingers of a
given person are considered altogether in generating a single
template, making thus available for testing a set of 16 tem-
plates composed by 4 · 640 = 2560 coefficients for each of
employed 400 users.

The available dataset is split into two disjoint subsets,
comprising acquisitions coming from 100 and 300 subjects.
The first subset is employed to test the performance of the
proposed system, as reported in the following section. The
remaining 300 users are exploited to train the considered
protected cryptosystem, providing the data for estimating the
needed PCA projection matrix, as well for evaluating the
capacity associated with each transformed component. In this
regard, Figure 7 reports the actual behavior of the capacity
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Fig. 8: Recognition performance of unprotected systems.

CH0
with respect to the adopted parameter γ, evaluated as

mean curve over all the coefficients of the employed whitened
template. It can be seen that the mean capacity estimated for
the proposed fingerprint representation is significantly lower
than the one reported in Figure 5, evaluated on the basis
of the assumptions taken in [32], testifying the difficulty of
implementing a zero-leakage cryptosystem usable with real
biometric data.

It has to be remarked that, since the dimension of PCA
projections is limited by the minimum between the number
of classes employed for the training phase and the size of the
original representation, template representations with only 299
coefficients are generated by the proposed approach, and used
as templates for the method described in Section III. Larger
representations with more components could be processed in
case larger training databases would be available in practical
applications.

B. Results Discussion

The recognition rates achievable with unprotected systems
exploiting the features extracted from the considered finger-
print data are reported in Figure 8. Specifically, we have eval-
uated the performance reachable when fusing the information
from the four available fingers of each subject at feature and
score levels, using the inverse of both L1 and L2 distance
metrics as matching scores. The best of the four classifiers
gives an equal error rate (EER) of 0.67%.

Table I summarizes the results obtained when evaluat-
ing the performance of the considered protected biometric
cryptosystems. Specifically, the required minimum level of
privacy which has been employed in the iterative procedure
described in Section III-E is P̄ = 0.99. We have investigated
the behaviors achievable when using secret keys of length
k = {40, 48, 56, 64}, and compared the capabilities of systems
based on either static or dynamic bit allocation. In case
of dynamic bit allocation, the rate of the employed error
correcting turbo code has always been set to n

k = 7. When
considering static bit allocation, the adopted rate has been
chosen in the set nk = {3, 5, 7} as the one minimizing the FRR,
that is, selecting the largest ratio n

k admissible once the length
of the secret key k and the number of available coefficients
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TABLE I: Performance of the proposed zero-leakage cryptosystem,
with either static or dynamic bit allocation for QIM embedding.

k
FRR(%)

Static allocation Dynamic allocation Dynamic allocation + dither

40 9.99 7.05 4.21
48 12.15 10.18 6.56
56 15.79 13.99 9.82
64 21.34 19.79 14.28

have been fixed. In more detail, in case of static bit allocation,
the n bits are embedded into the n most stable coefficients, i.e.
the n coefficients with highest embedding capacity. Only the
FRR recognition rate is reported in Table I since, as already
remarked, the proposed zero-leakage system is by construction
set to an operating point with approximately null FAR, condi-
tion which has been confirmed in the experimental tests. From
the reported results it is evident that, for all the considered
key lengths, the dynamic bit allocation strategy ensures better
performance in comparison with static bit allocation.

It has to be remarked that the static bit allocation here con-
sidered guarantees recognition performance practically undis-
tinguishable from those obtained when applying the approach
in [20] and [21]. However, only transformations with γ = 0
are there considered, whereas in the proposed approach, larger
γ values can be employed even when considering a static
bit allocation method, thus resulting in a far lower privacy
leakage. In fact, as shown in Figure 6, the required condition of
minimum privacy equal to P̄ = 0.99 cannot be satisfied with
a γ parameter equal to zero, regardless of the number of bits
embedded in a given coefficient. It is also worth pointing out
that, in case a less strict requirement would have been taken
into account for the minimum privacy level P̄ , the iterative
procedure described in Section III-E would have led to the
selection of lower γ values, with higher capacities therefore
associated with each coefficient, and the consequent possibility
of either embedding more bits increasing the security k of the
system, or improving the achievable recognition performance
in terms of FRR.

The experimental results reported in Table I also show that
a significant improvement in terms of FRR can be achieved
when the proposed dithering technique is exploited. Figure 9
shows the trend of the obtained FRR with respect to the num-
ber of attempts performed in the proposed dithering technique.
However,we would like to point out that the proposed dithering
method, besides improving the achievable FRR, also affects
the security of the proposed cryptosystem with respect to FAR-
based attacks. In fact, performing several recognition attempts
for each presented biometrics may increase the probability
of accepting a malicious user. Specifically, a loss of up to
log2(T ) bits against a FAR-based attack, being T the number
of performed iterations, can be assumed when the dithering
process is carried out. In the performed experimental tests,
a FAR greater than 0, and specifically equal to 0.0051%,
has been registered only when considering secret keys with
k = 40, reasonably due to the limited training resources that
have been exploited to properly estimate the PCA projection
matrix and the coefficients’ capacities. Nevertheless, the be-
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Fig. 9: FRR improvement with respect to the number of iterations
performed in the proposed dithering approach.

havior of the achievable FRR with respect to the theoretic
security against FAR-based attacks, when considering secret
keys having length k = {40, 48, 56, 64} bits, is depicted in
Figure 10. This figure, as well as Figure 9, also illustrates
that implementing a dithering approach allows tuning with
improved degrees of freedom the recognition performance of
the proposed cryptosystem. In fact, since standard implemen-
tations of error correcting codes, such as the turbo-codes we
have employed, leave the possibility of choosing only a finite
pre-defined set of key lengths to be encoded, the resulting
number of feasible operational points may be significantly
limited. Such limitation can be overcome by exploiting the
proposed dithering technique, thus guaranteeing the capability
of selecting the operating point providing the desired FRR,
even if the security associated to a FAR-based attack may be
affected by the process. It is worth remarking that the secu-
rity against brute-force and non-randomness attacks remains
unaffected by the proposed dithering approach.

We eventually further outline in Figure 11 the existing
trade-off between the achievable recognition rates, in terms
of FRR, and the possible privacy leakage P . Specifically, a
comparison between the results which could be obtained when
γ = 0 is adopted for each considered coefficient, and those
achieved by our proposed system with adaptive γ selection
is shown. Each plotted point represents the performance, in
terms of FRR, obtained when considering keys having length
k = {40, 48, 56, 64} bits, by applying up to 100 dithering
iterations. As it can be seen, a system using γ = 0 always
performs better in terms of recognition rates, even if at the
cost of a reduced privacy P , reported as the average evaluated
over all the employed coefficients for each considered key
length. Conversely, the proposed γ selection strategy always
guarantee a minimum desired privacy level P > 0.99, at the
cost of a slight reduction in FRR.

V. CONCLUSIONS

In this paper we have introduced a novel zero-leakage
biometric cryptosystem. The proposed system guarantees no
information leakage about the employed secret key from the
stored helper data in case of non-randomness attacks, and it
allows achieving a trade-off between privacy and recognition
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rates. Specifically, in our approach we have introduced a
class of transformation functions enforcing zero-leakage. In
addition, we have proposed a strategy for adaptively embed-
ding the bits of the secret key into the extracted template.
Moreover, a system parameters optimization strategy with
respect to security, recognition performance, and privacy has
been proposed. As a proof-of-concept, and differently from
state-of-the-art approaches, the proposed method has been
tested on real fingerprint data. Experimental results show the
effectiveness and the flexibility of the proposed system.

APPENDIX

In this section the biometric template minimum square es-
timator given in (23), when using a raised cosine distribution,
is demonstrated. Let us indicate:

• x the biometric template transformed by means of (9) so
that its probability density function is characterized by
(10);

• y the error of the quantized version of x, that is y =
[x]∆; m = 0, 1, . . . , A− 1 the symbol to embed in the
coefficient;

• the helper data coefficient z = [x−m∆
A ]∆ = [y−m∆

A ]∆.

Using the chain rule, it is straightforward to show that:

pX|Z(x|z) = pY |Z(y|z)
pX|Y (x|y)

pY |Z(y|z)
= pY |Z(y|z)pX(x)

pY (y)
.

(20)
Ones z is set, y can be equal only to m equally likely values,

depending on the embedded symbol:

pY |Z(y|z) =
1

A

A−1∑
m=0

δ0

(
y −

[
m

∆

A
+ z

]
∆

)
. (21)

Replacing (21) into (20) and taking into account X and Y
distributions, we have:
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Fig. 11: comparison between systems using γ = 0, and systems
adopting the proposed adaptive γ selection procedure for guarantee-
ing a privacy level P > 0.99.

pX|Z(x|z) =
∆

A

A−1∑
m=0

δ0

(
[x]∆ −

[
m

∆

A
+ z

]
∆

)
rc∆γ (x)

=
∆

A

A−1∑
m=0

{
δ0

(
x−

[
m

∆

A
+ z

]
∆

)
+

+ δ0

(
x−

[
m

∆

A
+ z

]
∆

+ ∆

)}
rc∆γ (x)

(22)

The minimum mean square estimator of x, known z, is thus
given as follows:

x̂(z) =

∫
X

xpX|Z(x|z)dx =

=
∆

A

A−1∑
m=0

[
m

∆

A
+ z

]
∆

rc∆γ

([
m

∆

A
+ z

]
∆

)
+

+

([
m

∆

A
+ z

]
∆

−∆

)
rc∆γ

([
m

∆

A
+ z

]
∆

−∆

)
(23)
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